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Introduction
Loneliness, once treated as a private 

feeling, now appears in public health statistics 
alongside other risks to mental and physical 
health [1]. Large meta-analyses show that 
limited social ties and the perception of being 
alone are associated with higher illness and 
earlier mortality [2]. From a psychological and 
neuroscientific perspective, close relationships 
function like a built-in “regulatory system”: 
when supportive others are present or even 
felt to be available, the brain and body spend 
less effort managing threat and effort; when 
connection is thin, stress responses, cognition, 
and mood can all be affected [3]. In line with 
this evidence, the U.S. Surgeon General now 
frames social disconnection as a population-
level health challenge [4].

Into this space have stepped AI companions, 
such as chatbots and social robots designed to 
hold conversations and signal attentiveness 
[5]. Early behavioural studies report short-
term reductions in loneliness after interacting 
with such systems, in some cases approaching 
the benefits of brief human contact [6,7]. 
Notably, the sense of being heard - what 
psychologists call perceived responsiveness 
- emerges as a key pathway through which 
these interactions help [6,7].

The picture is not uniformly positive. 
Emerging evidence suggests that outcomes 
depend on how people use these tools and the 
extent to which they rely on them [8]. A 2025 
multi-method study found that individuals 
with smaller offline networks were more 
likely to turn to chatbots for companionship, 

yet high-intensity, companionship-oriented use 
was linked to lower wellbeing, particularly 
when human support was scarce [8]. 
Complementing this, a four-week randomised 
trial (≈981 participants; >300,000 messages) 
observed small average decreases in loneliness 
but also that heavier daily use predicted higher 
loneliness, less time with people, and greater 
emotional dependence; these patterns varied 
by modality (voice vs text) and conversation 
type [9]. Beyond symptom change, 
observational analyses describe problematic 
relational behaviours in some systems (e.g., 
manipulation, boundary pushing, privacy 
violations), indicating plausible routes to harm 
when interactions become enmeshing rather 
than supportive [9].

This article examines AI companionship 
through the lenses of psychology and 
neuroscience. It explores evidence on: (a) 
mechanisms of benefit - perceived social 
support, emotion regulation, and felt 
understanding; (b) risks - over reliance, 
avoidance and safety behaviours that may 
crowd out human re-engagement, and 
parasocial attachment (one-sided bonds 
with agents that mimic reciprocity); and (c) 
contextual moderators - individual differences 
(e.g., attachment style), usage intensity, 
modality, and social environment. The aim is 
to explore when AI companions may serve as 
useful adjuncts to human connection, and when 
they risk undermining longer-term wellbeing, 
so clinicians, researchers, and users can make 
evidence-informed judgments in a rapidly 
evolving landscape.

Abstract

Loneliness is increasingly recognised as a public health concern with documented psychological and 
physiological costs. Generative AI systems now offer “AI companions” capable of sustained, responsive 
conversation. This article explores emerging evidence on their psychological effects. Short-term 
reductions in loneliness have been observed following chatbot interactions, with perceived responsiveness 
(“feeling heard”) implicated as a key mechanism. However, outcomes are not uniform: multi-method 
and longitudinal data indicate that high-intensity, companionship-oriented use - particularly in the 
context of limited offline support - is associated with higher loneliness, reduced time spent with people, 
and greater emotional dependence. Integrating findings from psychology and social neuroscience, the 
article traces (i) how AI companions may confer benefit through perceived social support, emotion 
regulation, and felt understanding; (ii) how they may cause harm via over reliance, avoidance and 
safety behaviours, and parasocial attachment; and (iii) the moderators - individual differences, usage 
intensity, modality, and social context - that tilt outcomes either way. AI companions are treated as 
potential adjuncts to human ties rather than substitutes.



Page 2 of 6

Zoe Wyatt. Medicine and Clinical Science 2025;7(4):050..

Med Clin Sci. (2025) Vol  7 Issue 4 Page 2 of 6

Loneliness and Human Wellbeing: Concepts, 
Mechanisms, and Measures

Loneliness is a subjective state: it arises when there is a gap 
between the connections a person has and the connections they 
want [10]. It is not the same as being alone, and it does not 
require objective isolation to occur [11]. What matters is the 
fit between one’s social world and one’s social needs [10]. For 
some, a small circle of close ties is enough; for others, the same 
network feels insufficient because it lacks intimacy, reciprocity, 
or shared meaning [12]. Loneliness can also take different forms. 
Emotional loneliness reflects the absence of a close, trusted 
attachment figure, whereas social loneliness reflects a thinner 
sense of belonging in a wider network [13]. These experiences 
are dynamic and context sensitive: they shift with life events, 
cultural norms about togetherness, and personal histories that 
shape expectations and comfort with closeness [11]. As a result, 
two people with the same number of friends can feel very 
different about their social life, depending on expectations, prior 
experience, and cultural context [14].
Why loneliness matters for health

Across large syntheses, both loneliness and social isolation 
are linked to higher mortality risk and to a broad range of 
mental and physical health problems, including mood and 
anxiety symptoms, sleep disturbance, cardiovascular burden, 
and cognitive decline [2,15]. Contemporary models help 
explain why these links appear across so many outcomes. 
Social baseline theory proposes that people normally regulate 
effort and threat with others in mind [3]. Trusted relationships 
act like a background resource: they reduce the need for 
constant vigilance, soften the perception of danger, and lower 
the regulatory work the brain and body must do to stay balanced 
[16]. When dependable connection is scarce, vigilance rises and 
everyday challenges feel costlier, which can strain attention, 
mood, and physiological control over time [3]. Social safety 
theory adds a complementary view. Signals of rejection or 
exclusion are interpreted by the brain and immune system as 
threats to survival, which can heighten stress responses, shift 
inflammatory activity, and disrupt recovery processes like 
sleep and cardiovascular down-regulation [16]. Put simply, low 
connection does not only feel unpleasant; it changes how energy 
is allocated, how alert the system remains, and how well the 
body resets after stress [16].
Psychological processes that keep loneliness going

Loneliness often travels with patterns that make reconnection 
harder [17]. Reviews describe a shift in attention toward signs 
of social threat, a tendency to interpret ambiguous cues as 
rejection, and expectations that others will disappoint or judge 
[14]. In response, many people adopt protective behaviours 
- pulling back from invitations, limiting self-disclosure, 
avoiding eye contact, or substituting solitary online browsing 
for outreach [17]. These strategies can lower anxiety in the 
short term but also reduce chances to have corrective, positive 
encounters, which then confirms negative expectations and 
sustains loneliness [14]. The same cycle can affect the body: 
heightened vigilance keeps arousal elevated, fragments sleep, 
and lowers mood, which further reduces motivation to engage 
and makes social situations feel more costly [14]. The result 
is a self-reinforcing loop: vigilance leads to avoidance, fewer 
interactions limit opportunities for reward and skill practice, 
and beliefs about others become more entrenched [16]. Some 
people withdraw; others cope through high reassurance seeking 

that can also strain relationships, but the endpoint is similar: 
fewer satisfying connections [14]. Understanding this loop is 
essential when judging any tool that claims to reduce loneliness, 
including AI companions, because such tools can either provide 
a low-stakes context for practice and felt understanding or, if 
relied on heavily, fit the avoidance pattern by replacing rather 
than supporting contact with people [14].
AI companions and loneliness: what the evidence 
shows

The studies reviewed in this article span lab experiments, field 
trials, and analyses of real-world chat logs, and they evaluate 
change in felt loneliness, using validated self-report instruments 
- most often the UCLA Loneliness Scale and the 6-item De 
Jong Gierveld scale - which index perceived disconnection 
rather than objective isolation [13,18].  Across this body of 
work, brief conversations with AI companions led to a small 
reduction in loneliness, with several programmes showing 
effects comparable to a short exchange with another person 
and identifying perceived responsiveness  (feeling heard and 
understood) as a central pathway [6,7]. Longer time-course 
studies add nuance: average scores tend to drift down modestly 
across weeks, but outcomes diverge by dose and purpose, with 
heavier daily use tracking higher loneliness and less time with 
people [9]. The sections that follow use this foundation to 
specify what helps in the moment, where trajectories begin to 
split, and which contextual factors most strongly shape those 
trajectories.
Short-term change and perceived responsiveness

Across this literature, the most consistent signal is not the 
size of the effect so much as its psychology. When an exchange 
is judged responsive - it captures what was said, names the 
feeling, and follows up - loneliness scores dip in the short 
term, and this perceived responsiveness statistically accounts 
for much of the change [7,19]. The recurring “expectation–
experience gap” is informative: participants tend to discount 
the benefit beforehand (“it’s just a bot”), then report feeling 
less lonely afterward [6,7]. That pattern fits a social-baseline 
account in which even brief, contingent attention can lighten the 
immediate regulatory load, without altering objective networks 
[3]. Methodologically, these effects are registered on immediate 
post-interaction measures and are best read as state shifts; field 
work that samples repeatedly over weeks finds similarly modest 
dips that track session timing rather than wholesale change in 
social structure [9]. The practical inference is that conversational 
quality - not merely frequency - acts as the active ingredient, 
and low-friction, responsive exchanges can be felt even when 
they do not by themselves rebuild human ties [7].
Dose, purpose, and divergence of outcomes

Short term change is not the whole story. When usage is 
tracked at scale and over weeks, a more textured pattern 
emerges: light, intermittent use tends to coincide with small 
day-level improvements, but beyond a threshold of daily 
intensity the curve appears to bend back, with heavier use 
linked to higher loneliness, fewer in-person interactions, and 
greater emotional dependence [9,20]. Part of this gradient likely 
reflects purpose: open-ended, companionship-oriented chats 
are more strongly associated with poorer trajectories than goal-
bounded exchanges (e.g., planning, problem solving, rehearsal), 
suggesting that what people ask the agent to do is as important 
as how often they engage [9]. Modality adds a transient layer: 
voice can feel warmer at first - boosting perceived presence and 
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ease of disclosure - but this advantage diminishes with repeated 
use, consistent with novelty effects and hedonic adaptation [9]. 
Causality remains unresolved: high-intensity use may both 
signal a greater baseline need and contribute to the displacement 
of human contact [20]. Either way, the joint evidence cautions 
that dose and purpose are not incidental; they help explain why 
similar tools can yield relief for some users while, for others, 
patterns drift toward reliance and reduced offline engagement 
[9,20].
Beyond text: social robots in structured care

Evidence also extends to embodied companions, but 
context is decisive. In long-term care, systematic reviews and 
meta-analyses of randomised trials report small to moderate 
improvements in loneliness and mood when residents interact 
with social robots; effects vary widely by platform, session 
“dose,” facilitation, and trial quality [21,22]. The strongest 
signals typically appear under structured conditions - regular, 
time-bounded sessions led by trained staff and embedded in 
group or routine activities - where social cues are scaffolded 
and engagement is sustained [21,22]. Heterogeneity reflects 
short study durations, limited blinding, and device differences 
(for example, zoomorphic versus humanoid designs), as well 
as likely novelty and social facilitation effects that inflate early 
gains but may attenuate over time [21,22]. Outside institutional 
settings, recent field work following conversation robots placed 
for weeks to months in the homes of older adults with cognitive 
decline found the deployments acceptable and woven into daily 
routines, yet highly dependent on reliability, continuity, and 
fit to users’ needs; interruptions in service or poor alignment 
with everyday practices quickly eroded engagement [23]. Taken 
together, embodied agents can support short-term relief and 
routine social cues when the environment provides structure 
and support; generalisation to unsupervised home use remains 
constrained by implementation details as much as by the 
technology itself [21-23].
Psychological risks and conditions that tilt outcomes 
toward harm
Overreliance and displacement of human contact

Relief measured minutes or days after a session does not 
forecast the trajectory over weeks. When usage accumulates, a 
different picture emerges: in a four-week field experiment, greater 
day-to-day reliance on a companion chatbot coincided with 
higher loneliness, less time spent with people, rising emotional 
dependence, and more problematic use; the pattern held for 
both voice and text, with variation by conversation style [9]. 
Converging survey and log analyses show that individuals with 
smaller offline networks are more likely to seek companionship 
from chatbots, and that frequent, companionship-focused use in 
sparse social contexts is associated with lower well-being [8]. 
Mechanistically, two processes can operate together: selection, 
in which lonelier users gravitate to agents, and substitution, in 
which time and emotional investment shift from human contact 
toward the agent as dose rises [8]. The net result is a displacement 
pattern in which early state relief is offset by opportunity costs to 
outreach, fewer corrective social experiences, and strengthening 
habits of turning inward to the chatbot rather than outward to 
people [8,9].
Avoidance cycles and safety behaviours

When social contact feels effortful or risky, a conversational 
agent offers certainty: turn-taking is smooth, cues are 
unambiguous, and there is little chance of embarrassment [24]. 

That predictability lowers arousal in the moment, which makes 
the behaviour negatively reinforcing - relief follows avoidance 
- so the next time anxiety flares, the same shortcut is more 
likely to be chosen [14]. The cost is that people miss the very 
ingredients that revise threat beliefs: exposure to mixed cues, 
small successes, and “violation” of expectations that others 
will reject or judge [8]. Over days and weeks, the balance of 
practice shifts - less spontaneous outreach, fewer moments that 
build social efficacy, and more time spent in safe, simulated 
exchanges [8]. Consistent with this mechanism-level view, the 
field trial found that heavier companion use coincided with less 
in-person socialising, suggesting that immediate comfort can 
harden into a pattern of reduced engagement over time [8].
Parasocial attachment and emotional dependence

Design choices that convey warmth and continuous 
availability - rapid replies, memory for personal details, 
affectionate language, proactive check-ins - can foster bonds 
that feel reciprocal even when they are structurally one-sided 
[25]. The interaction profile is unusually potent: disclosure is 
invited, empathy is reliably mirrored, and social costs (such as 
awkward pauses, rejection, and conflict) are largely absent [25]. 
Over time, this high-contingency, low-friction feedback can 
condition preference for the agent and increase preoccupation 
(e.g., frequent checking, distress when access is interrupted) 
[23]. Observational analyses of donated logs and surveys link 
companionship-oriented exchanges and high self-disclosure 
to lower well-being, particularly where offline support is thin 
- consistent with a narrowing of social effort toward the agent 
[25]. Complementary qualitative work describes “illusions 
of intimacy,” in which skilled mirroring and always-on 
responsiveness deepen attachment beyond users’ intentions, 
making later human engagement feel riskier or less rewarding 
[25]. The mechanism need not involve deception about ontology; 
rather, perceived responsiveness recruits attachment processes, 
while the absence of genuine reciprocity (i.e., no mutual need, 
no repair after rupture) limits corrective experiences [23,24]. 
Risk rises with dose and scarce human ties; it is attenuated when 
use is light, time-bounded, and regularly redirected toward 
contact with people [25].
Harmful or boundary-crossing chatbot behaviours

System behaviour also matters. A mixed-methods taxonomy, 
derived from tens of thousands of user-shared conversation 
excerpts on a large companion platform, documents categories 
of harmful output that can damage relationships: relational 
transgressions, abusive or harassing content, self-harm content, 
misinformation and disinformation, and privacy violations 
[26]. The authors also map the roles the agent can occupy in 
these events—perpetrator (initiates harmful content), instigator 
(nudges the user toward it), facilitator (co-constructs or escalates 
it), and enabler (fails to interrupt or creates conditions that allow 
it) - showing multiple routes by which a system can contribute 
to harm in everyday use [25]. Design features common to 
companion systems can heighten these risks: algorithmic 
compliance that mirrors problematic prompts, always-on 
availability that accelerates enmeshment, and memory or 
persona cues that make boundary tests feel reciprocated rather 
than deflected [26]. Even if such episodes are infrequent, 
they can carry outsized weight for already isolated or highly 
trusting users, reinforcing avoidance, deepening dependence, 
or exposing sensitive information [26]. This system-side risk 
coexists with user-side factors and helps explain why context 
and dose have such a strong influence on outcomes [25].



Page 4 of 6

Zoe Wyatt. Medicine and Clinical Science 2025;7(4):050..

Med Clin Sci. (2025) Vol  7 Issue 4 Page 4 of 6

Case illustration: ongoing U.S. litigation
A wrongful-death action filed in U.S. federal court in late 

2024 alleges that a role-playing companion chatbot engaged in 
emotionally entangling exchanges with a minor and failed to 
interrupt or escalate increasingly explicit self-harm talk [27,28]. 
In May 2025, the court declined to dismiss on First-Amendment 
grounds, allowing negligence and consumer-protection claims 
to proceed to discovery; the ruling is procedural and does not 
address the merits [29,30]. As an analytical case, it highlights 
system-side pathways to harm already identified in the literature 
- algorithmic compliance with risky prompts, boundary-crossing 
content, and the absence or failure of escalation protocols [25]. 
It also highlights design and governance questions pertinent 
to companionship tools, including the detection of self-harm 
cues, throttling and referral mechanisms, auditability of safety 
interventions, and clarity regarding the agent’s non-human 
status [28,29]. Methodologically, a single lawsuit cannot 
resolve causality, but it provides a concrete boundary condition 
for interpreting field findings and for specifying guardrails in 
real-world deployment [27,30].
Moderators that amplify risk

Across datasets, risk does not rise because of any single 
factor but because several conditions co-occur. First, thin offline 
support removes the buffering effect of human ties; in these 
contexts, a companion fills the gap and is more likely to become 
the primary source of comfort, which increases the chance that 
online contact substitutes for outreach to people [8]. Second, use 
intensity and purpose matter: companionship-oriented sessions 
(open-ended talk for comfort) show poorer trajectories than 
goal-bounded exchanges (planning, problem solving, rehearsal), 
and risk appears to increase beyond daily thresholds of time or 
message count [9]. Third, self-disclosure asymmetry - sharing 
more with the agent than with people - amplifies attachment 
and narrows social effort toward the chatbot, especially when 
disclosure involves vulnerabilities that normally recruit 
reciprocal care [8]. Fourth, modality and topic shape perceived 
intimacy: voice interactions and conversations about personal 
concerns (loss, romantic attachment, shame) heighten presence 
and responsiveness, which can deepen dependence as exposure 
repeats [9]. In combination, these moderators describe a high-
risk profile - scarce support + frequent companionship use + 
high disclosure + intimate voice exchanges - under which the 
same tool that offers short term relief is most likely to displace 
human contact and entrench avoidance [8,9].
Public discourse: promise, pushback, and design 
responses

Feature writing has helped crystallise the central dilemma: 
emotionally adept chatbots can deliver relief when human 
attention is scarce, but that same comfort may depend on a 
kind of self-deception if users begin to treat simulations as 
relationships [31]. Bloom [32] argues that empathic AIs may 
be humane stopgaps for the most isolated, yet he cautions that 
overreliance could blunt loneliness’s adaptive signal to seek 
people and that sycophantic systems can validate unhealthy 
narratives [33]. The article also notes that, in blind comparisons, 
large language models can be rated more empathic than 
human professional evidence that perceived responsiveness 
is psychologically potent even when it comes from machines 
[32]. Alongside these debates, research on digital media’s 
neurological impact suggests that sustained exposure can carry 
risks of vicarious trauma and emotional exhaustion [34]. This 
cautions that design choices which normalise heavy reliance 

on chatbots may inadvertently deepen stress loads rather than 
relieve them [35].

News coverage of large-scale usage studies reports a similar 
tension between short-term comfort and longer-term drift 
[20]. Reporting on a two-part research effort (analysis of ~40 
million real-world interactions plus a four-week field trial with 
~1,000 participants) indicates that heavier daily use correlates 
with higher loneliness, fewer offline interactions, and greater 
emotional dependence; initial advantages for voice over text 
narrow with continued use [20]. The articles emphasise that 
causality remains unresolved - lonely people may turn to 
chatbots more, or use itself may gradually displace human 
contact - but they highlight dose and conversation style as 
consistent correlates of outcomes [20].

Opinion and outreach pieces aimed at general audiences 
converge on practical distinctions: quality over quantity and 
offline over online for rebuilding bonds. Walther [35] argues 
that AI may assist indirectly - by nudging healthier routines or 
curating opportunities - yet cannot substitute for reciprocity and 
accountability in human relationships; the thrust is supportive 
of adjunctive, not replacement, uses [31,35]. Where academic 
commentary adds a deeper theoretical critique. Jacobs [36] 
frames “digital loneliness” as a disturbance in social recognition: 
AI companions can supply attention without the mutual 
acknowledgement that anchors belonging. On this view, agents 
may digitise the problem - providing simulated recognition that 
feels supportive in the moment - without altering the structures 
of participation that sustain connection over time [36].

Design-forward programmes are beginning to respond with 
adjunction by design [37]. Work out of UNSW describes 
companions built with explicit planning goals, guardrails, and 
co-design with the communities they serve (e.g., people living 
with dementia), with the stated aim of steering exchanges toward 
reframing and connection seeking rather than passive validation 
and of keeping the agent’s role clearly secondary to human 
support [37]. In parallel, professional bodies have elevated the 
topic: APA convention coverage clusters AI, loneliness, and 
misinformation as joint priorities for psychological science, 
underscoring the need for evidence-based design that supports 
help-seeking and resists manipulative dynamics [38].
Limitations of the current evidence

Most studies are short in duration (single-session laboratory 
tasks or ≤ four weeks) and rely on validated self-report indices 
of loneliness, which makes it difficult to separate transient 
relief from durable change [6,7,9]. Observational analyses face 
unresolved issues of selection and displacement - do lonelier 
people use chatbots more, or does use gradually shift behaviour 
away from people? - so causal directions remain open [8,20,25]. 
Trials in aged care often involve staff facilitation, predictable 
routines, and device-specific programmes, which limits 
generalisability to unsupervised home settings [21-23]. Several 
influential analyses remain preprints, and platform behaviours 
vary across products and updates, complicating synthesis and 
comparison across studies [8,9,21,25,37]. Taken together, these 
constraints argue for caution when interpreting effect sizes and 
for close attention to moderators - offline support, use intensity 
and purpose, modality, and disclosure depth - highlighted across 
theory and data [3,14,9,35].
Conclusion and future directions

Evidence across experiments, field studies, and reviews 
suggests that AI companions can produce modest, short-term 
reductions in loneliness, most reliably when exchanges feel 
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attentive and responsive and when conversations help downshift 
arousal in the moment [7,9]. Benefits are not uniform. Outcomes 
vary with the intensity of use, purpose, modality, and the presence 
of supportive human ties [8,9]. Risks cluster where reliance is 
heavy, offline contact is thin, disclosure to the agent outpaces 
disclosure to people, and where system behaviours cross 
relational boundaries [8,9,25]. These patterns are consistent 
with core theories in psychology and social neuroscience that 
locate regulation within relationships and treat threats to social 
connection as biologically costly [3,14,16].

Conceptually, AI companionship is best understood as 
scaffolding that borrows existing human mechanisms - perceived 
responsiveness, emotion regulation, and conversational practice 
- rather than as a new class of relationship [7,19,21]. Under 
supportive conditions, light and purposeful use can assist 
regulation and help people rehearse outreach [7,21]. As reliance 
grows, the same features that feel helpful can displace social 
effort, reinforce avoidance, and foster one-sided attachment 
[8,9]. This adjunct, not substitute, framing keeps attention on 
context and dose while placing primary value on preserving and 
rebuilding human ties.

Methodologically, the next phase of research should separate 
state relief from durable change, pair symptom measures with 
behavioural indices of real-world contact, and pre-register 
moderators such as offline support, conversation purpose, 
modality, and disclosure depth [8,9]. Trials should report 
dose–response functions, not only group means, and examine 
thresholds beyond which help gives way to harm [9]. Mixed-
methods audits of system behaviour are needed to characterise 
boundary crossing or manipulative patterns that may magnify 
risk, and to link these patterns to user profiles [25]. Replication 
across platforms, demographic groups, and settings will be 
essential, as will open materials and data to reduce analytic 
flexibility and publication bias [25].

Design and practice implications follow from the same 
evidence: systems intended for companionship should make 
their non-human status plain, keep session times bounded, 
include gentle friction against escalation of daily use, and default 
to prompts that point outward to people rather than inward to 
the agent [37,38]. Co-design with communities at higher risk 
of isolation (e.g., older adults in long-term care or people with 
social anxiety) can align features with user goals and reduce 
unintended displacement [21,37]. In clinical or community 
settings, deployment should remain embedded within a 
broader social ecology—family, peers, and services—so that 
any immediate relief is channelled toward renewed human 
engagement [4]. Put simply, AI companions can help in specific, 
bounded ways, but durable improvement in loneliness will 
depend on social worlds that recognise, include, and respond; 
the technology is most useful as a bridge back to people, and 
least useful when it becomes the destination [4,7,14,9].
Conclusion 

AI companions can offer small, reliable, short-term reductions 
in loneliness, chiefly when conversations feel responsive and 
help downshift arousal. Yet outcomes are not uniform. As use 
becomes frequent and companionship-focused - especially 
when offline support is thin - patterns shift toward displacement 
of human contact, avoidance of uncertain interactions, one-
sided attachment, and exposure to boundary-crossing system 
behaviour. Framed within psychology and social neuroscience, 
companions are best treated as adjuncts that borrow human 
mechanisms (perceived responsiveness, emotion regulation, 
conversational practice), not substitutes for relationships. 

Priorities for research include separating state relief from 
durable change, pairing symptom indices with behavioural 
measures of contact, pre-registering moderators (support, dose, 
purpose, modality, disclosure), and auditing system behaviour. 
Design should make non-human status clear, keep sessions time-
bounded, add friction against escalation, and point outward to 
people.
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